Obligue Matching Pursuit

Laura Rebollo-Neira
Aston University, Birmingham B4 7ET, UK

Abstract— A method for selecting a suitable subspace Il. THE CONSISTENCY PRINCIPLE AND STEPWISE

for discriminating signal components through an oblique UPDATING OF MEASUREMENT VECTORS
projection is proposed. The selection criterion is based on

the consistency principle introduced by M. Unser and A. We represent a signaf as an element of an inner

tAltt_iroubfi {ahr)d e}(tendledf bythY- Elder. An feffegtive imp"iim;”' product space that is assumed to be finite dimensional.
ation of this principle for the purpose of subspace selectin ; 2 _

is achieved by updating of the dual vectors yielding the The square norm is computed gg]| . < f), where
corresponding oblique projector. the brackets denote the corresponding inner product and

we define the inner product in such a way thatifs a
complex numbeKcf, gy = ¢*(f, g), with ¢* the complex
conjugate ofc. Measurements of a signdl (also called
I. INTRODUCTION samples) will be represented as linear functionals. Thus a
set of, sayk, sampling vectorso®, i = 1,...,k provides
Oblique projectors are of assistance to signal processi#g with a set ofc measurements oi given by the inner
applications [1]-[7], in particular due to their ability toproducts(wy, f), i = 1,...,k. The superscripk is used
discriminate signal components lying in different subto indicate that to reconstruct the signal we will need
spaces. Thereby, as discussed in [1], oblique projecters & modify the measurement vectorg’ if an additional
suitable for filtering structured noise. Let us suppose féfeasure is considered. From the sampling measurements
instance that a given signdl represented mathematicallywe can construct an approximatigfi of f using a set of

as an element of a vector spagg is produced by the reconstruction vectors;, i = 1,...,k. The consistency
superposition of two phenomena, i.e= f, + f» where Pprinciple introduced in [2] states that the reconstruction
f1 belongs to a subspacs, C M and f, belongs to f* from (w}, f),i = 1,...,k should be self-consistent

subspaceS, C H. Provided thatS; NS, = {0} we can in the sense that if the approximation is sampled with
obtain fromf the componeny; by an oblique projection the same vectors the same samples should be obtained.
onto S; alongSs, which mapsf. to zero without altering In other words, a consistent reconstruction must satisfy:
f1. The procedure is straightforward and effective if théwf, f*) = (wf,f), i = 1,...,k. This requirement
corresponding subspacss and S, such thatS; NS, = has been considered further in [6] where it is proved
{0}, are known [1]. Nevertheless, this may not be alway$at: if the reconstruction vectors;, i = 1,...,k span
the case. In this letter we address the problem of selectidgubspacd’, and the sampling vectors}, i = 1,.. .,k
the appropriate subspacg, from the spanning set of aspan a subspack/;, such that its orthogonal complement
larger subspace, in order to fulfil the conditiSnn S, = W satisfiesV, N W+ = {0}, then f* is a consistent
{0} assuming thass, is known and fixed. reconstruction of f if and only if f* is the oblique
Given a signal, our strategy for the selection of thBrojection off onto) along)»V--. We represent the cor-
representation subspace is in the line of Matching PUESPonding oblique projector &s,,,y .. Hence, it is en-
suit (MP) methodologies [8]-{12] and is made out oflowed with the following properties B, ,,,. = Evy, o,
two ingredients i) the sampling/reconstructiconsistency i) By, v = v, forany v € Vi i) By pyrw =
requirementintroduced in [2] and extended in [6] ii) a0, for any w € W=. Given the conditions of the above
recursive procedure for adapting the dual vectors givirgjatement, the unique consistent approximationfois
rise to the corresponding oblique projector [13]. It will béherefore f* = Ey, ,,,. f. The oblique projector can be
shown here that the latter yields an effective implementexpressed as?kaL = Zle vi{wk,-) where (wF,-)
tion of a selection criterion that we base on the consistenieidicates thatEy,, ,y. acts by performing inner products
principle. as in By f = Y8 vi(wk, f). Explicit equations
The letter is organized as follows: Sec Il introduce®r updating an oblique projector when a new pair of
the general framework and discusses the ingredientsretonstruction/measurementvectors is to be consideeed ar
the approach. Namely, the consistency principle and thezen in [13]. As will be discussed in the next sections,
recursive updating of the measurement vectors for achider the purpose of this contribution we can restrict the
ing the required oblique projection. The Oblique Matchingneasurement vectors to be lineally independent. Hence
Pursuit strategy is introduced in Sec Ill. Its implememati the vectorswf“ yielding oblique projectors alonyV+
is discussed in Sec IV along with a numerical examplento nested subspac¥®s,1 = Vi +vkr1 = Span{vi}fill
The conclusions are drawn in Sec V. can be inductively obtained as follows:



Construct vectorsy; = v; — wai, with PWL the whereJ is the set of indices labeling the corresponding
orthogonal projector ontdV-. From w} = W every dictionary vectors not selected in the previous steps.
time a new vector is needed compute it, and update t

e iy [
previous ones, through the equations [13]; Broposmon 1. If vectorsw;, ¢ = 1...,k have been

selected by criterior3) and |(wF L, f — By, 1 f)] #0,

k17
witt = wf —wpt (g, wf), i=1,...,k (1) the measurement vectarf*! and the previously selected
qr+1 5 vectorswF, i =1... re linearly in ndent.
w;@ﬁ - ﬁ, Qo1 = i1 — Byounst, (2) ectorsw;’, i , k are linearly independent
A kol Proof: Assume that, on the contrariw}f}, f —
where Pévk is the orthogona_l projector onttW,1 = EkaLm #£ 0 and there exists a set of numbe{m}le
span{ui},,. It should be noticed thaliy1 + W™ = such thatwy]} = S, au. Since for the previ-
Wi1 @ W=, with @ indicating the orthogonal sum andously selected vectors the consistency condition holds,
+ the direct sum.. _ e Wk f)y = Wk By e f),i = 1...,k, we have
K : K ;
In the next section we introduce a method for stepwise, +1 ¢, 0 1) = (S5 auf, f— By, f)] =

selection of the measurement vectors aiming at finding| k

* k _ k n B — . i _
subspac@/;, for reconstruction such that, "W+ = {0}. i=1 & (w7, f) = (i, By, £))] 0. This con

tradicts our assumption, which implies that’,jﬁ #+

k ke
[1l. OBLIQUE MATCHING PURSUIT (OBLMP) iz W5
k+1

Matching Pursuit strategies for signal representatidifoposition 2. All measurement vectors,™~ (c.f. eq.
evolve by stepwise selection of vectors, called atomg3)) are orthogonal to the reconstruction vectors selected
which are drawn from a large set called a dictionary Previous iterations.

Unless the dic_titl)nary is ort_honormal, the §emi?arll apprrc])ach Proof: Everyw;f-ﬁ-l is computed as in (2) and for=
[8] does .not_yle da stepW|se reconstruction of the orthog- kit is true that(ge, v;) = (ug, v;) — (B, g, v;) =
onal projection of the signal onto a selected subspace.é/d\e ) — (g Py vs) = (ug, i) — (ug, ug) = 0

[ . . s We ’ kY1) — s Uy s Wy — U
vana‘u_on of this apprqach, called Orthogona_l M_atchm The last proposition allows us to re-state the OBLMP
Pursuit (OMP) does yield the orthogonal projection [9]S lecti o

7 . i ection criterion (3) as
Such a reconstruction is therefore optimal in the sense o‘?
minimizing the norm of the apprommaﬂon error. Howevgr, w’éii = argmay, , |<w§+17 Il (4)
to render a matching pursuit strategy suitable for dis-
criminating signals representing different phenomene, tiProposition 1 ensures that, for a given toleradce 0,
approach needs to be generalized. In order to propose Bye stopping the selection process when the condition
Oblique Matching Pursuit (OBLMP) method addressingrg max, ; [(wj™, f)| < § is reached, the method only

this problem we make the following assumptions. selects linearly independent measurement vectors. Let
« The subspac®/* in which the signal component tous assume that at iteratioh + 1 the selected indices
be filtered lies is known. are ly,...,4,+1 and denoteuy, = vy, — Pyrvg,, i =
« The signal we wish to filter admits a unique decomt, .. ..k+1andw/™, i =1,....k+1 to the correspond-
position f = f, + f», with f; € Vj, and f, € W, ing duals. Sincespan{u.ll;}} = span{w} ™"} the
This is equivalent to assuming € V;, + W=+ with  fact thatw "™, i =1,...,k + 1 are linearly independent
Vi NWE = {0}. implies thatu,,, i = 1,...,k + 1 are linearly independent.
« The subspac®’, can be spanned by vectors of thélence, as will be shown by the next proposition, at step
dictionary in hand. k + 1 the proposed selection criterion yields a subspace
As discussed in the previous section, the reconstructidh+1 satisfying the requested property that,, NW+ =
that eliminates the signal component Wt is fF = {0}

By, f. Our goal is to construct the oblique projectoproposition 3. If nonzero vectors., = vy, — Py vy, i =
by using the appropriate dictionary vectors. We know how ' % 1 1 are linearly independent the only vector in

Y
to updateEy,y. to Ey, y: SO as to account for the Vis1 = span{vg, }5H! which is also inW-* is the zero
inclusion of an additional vectar, ;. The question arises ygctor.
now as to how to select,,, giving rise to the right
subspace. We answer this question by recourse to the Proof: Suppose that there exisyse Vj.1 such that
consistency principle [2], [6]. Considering that at itéwat 9 € W*. Hence,Py.g = g and there exists a set of
k the approximationf* of f is £, 1 f, let us define the num?efs{bi}fill to expresg as a linear combination =
consistency error with regard to a new measuremgiit Soiy bive,. ThusY i by Py v, >3 bivg,, which us-
as A = [(wftl, f — Ey, e f)|. Thus to construct the ing the definition ofu,, implies that >3} biug, = 0.
approximationf*+1 = Evk.Hwa we propose to select For nonzero linearly independent vectors this implies-

the measurement vectar; '] such that 0,i=1,...,k+1 and thereforgy = 0.
At iteration k£ + 1 the selected indice$,. .., k1
[

witl = argmaxe; [(w; T, f — Eyowe f)l,  (3)  are the labels of the atomi@y, }¥* yielding the signal



reconstruction as given by to q1,...,q5 i€, v = v — Zle q;{gq;,ve). After se-

A ki1 lecting the index/;,, 1 as the maximizer ofy,, f)/||ve||?

A k
P = Byt = S fp = 3 e e Setaues = v I b b = e, and
e p il = (wytl, f) and compute{w! ™' }5_ | according to

o _ _ (®) (1) and {c**11%_, according to (7). For a given toler-
The coefficients in the last equation can be updated at e e parametef the algorithm is to be stopped when
iteration according to (1) and (2), i.e., Ve, £)/||7e]|? < 6 for all ¢ € 7. The reconstructed signal

k k i i i .
Ckﬁ _ <wkﬁ’ ) (6) s then obtained as in (5)
kil .

gt = cf—cZIwa,wkﬂ), i=1,....k. (7)

We illustrate now the proposed method and its moti-

It is appropriate to point out that these equations, as well i he followi le: Wi he sianal
as (1) and (2), have the identical form of the equatiorfktlon by the following example: We assume the signa

. . . ?)ace to be the cardinal cubic spline space with distance
to mog'fétme dual IV :Actorﬁ_andpthe c_oeAff|C|entsh|n (t)hOeMongf-'OGE) between consecutive knots, on the inter{@l4].
timized Orthogonal Matc ng ur_sun pproach ( ; he background we wish to filter belongs to the subspace
[10]. However, now the equations involve vectors of differ: anned by the set of functiongz) = (z + 1)~%9% ; =

ent nature yielding therefore a different approach. OOM !

dati : th il i ...,50,x € [0,4]. This set is highly redundant. A
updating arises as the particuiar case, correspon 'nggftg’od representation of the span can be achieved by just
u; = v;, for which By . owr = Py, Nevertheless,

! o , five linearly independent functions. Actually, to avoid
since the criterion for the selection process we ha

. LT ssible bad conditioning, we used only three orthonormal
adopted here does not necessarily minimize the norm ot tions for constructingﬁWL and verified a posteri-

the residual error, OOMP is not a truly partlgular CaS§ii that this was enough for the backgrounds we were
of the new.approach. On .the.contrary, we are mtroducn&almg with. In the first test the dictionary is the B-
an aIFernatlve_ selection criterion bas_ed on the CO”S'W?%”ne basis or{0,4]. We considered 100 signals, each
principle, which c_ogld also be considered for producmgf which was randomly generated as linear combination
yet one more variation of OMP. of 20 dictionary functions. One of such signals is plotted
in the top graph of Figure 1 added to the background.
IV. IMPLEMENTATION DETAILS AND NUMERICAL The functions which are obtained by subtracting to each
EXAMPLE basis function its orthogonal projection ont&* are
In consistence with the hypothesis itemized in Sec. IHot exactly linearly dependent. However, the problem of
we consider that the subsparg! is given, i.e.{n;}"; constructing the duals is badly conditioned. Hence, the
such thatV+ = span{n;}?_, is known. For constructing oblique projection onto the whole space does not yield
Py, there are a number of possibilities. In the exampkbe desired signal splitting. A failed attempt to separate
we present here the séi;}?_, is linearly dependent and the signal components is displayed by the broken line in
we have used the technique for dictionary redundantye bottom graph of Figure 1. On the contrary, by applying
elimination proposed in [14]. MATLAB code for its im- the OBLMP approach, we could pick from the whole basis
plementation is available at [15]. The method producessame elements spanning a subspace which includes the
set of orthonormal vector§y; }7,, m < n that we use subspace in which the signal lies. Thus, as depicted in
to constructPy,. = S (i, ). the same figure, the signal discrimination is successful.
Given a dictionary{vs}scs we proceed to compute Equivalent results were obtained for all the others signals
vectors {usticy asug = v — Y ¥u(¥n,ve). Ex- In the second test the dictionary spanning the identical
cept for the selection criterion the next steps parallspace consists of highly coherent spline atoms of twice as
those for the implementation of OOMP but consideriniuch support as the corresponding basis functions [16].
the dictionary{u,}sc 7. A routine for implementation of In this case out of 100 signals, randomly generated as
OOMP based on Modified Gram Smidth orthogonalizatidinear combination of 20 dictionary functions, the OBLMP
with re-orthogonalization is also available at [15]. Withapproach successfully split 90 of them. The failures are
very minor changes that routine can be used for tlkie to the fact that, since the selection process is carried
implementation of OBLMP. The algorithm is describedut by choosing a single atom at each step, in some cases
below. it finds the right subspace by selecting a larger one which
Starting by assigning, = uy, £ € J, at the first step eventually includes the signal subspace. The construction
we select the indeg&; corresponding to the index for whichof the duals in a larger subspace is likely to become faster
(e, £)/1|7¢||? is maximal and set; = ., /||v¢,||,wi = badly conditioned when, as in the second test, the selected
q1/]1ve, | andet = (wi, f). The index set7 is changed to elementsu, are more coherent. On the other hand, related
J =T\ . At stepk + 1 the sequencey, ¢ € J (at this theoretical work [11], [17]-[19] supports the assertioatth
stage7 is the subset of indices not selected in the previoasstep-wise selection approach should be expected to make
k steps) is orthogonalized with respecigioas:y, = v, — incorrect decisions more frequently when the coherence of
qr(qx, ve) @nd, if necessary, reorthogonalized with respetite dictionary is larger.



on the coherence of the atoms resulting by subtracting
from the dictionary atoms the orthogonal projection onto
the background subspace. We hope that the results pre-
sented in this letter will stimulate further analysis of the
proposed approach.
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